The (Un)Official VMware VGNY/
Study Guide

Welcome to the (Un)Official VMware VCIX -NV Study Guide! This guide was
compiled during the preparations of my own VCIX -NV exam, working my way
through the blueprint and blogging the  notes | took per each blueprint subject.
This guide can be used for your own preparations, as a handy cookbook

reference or just for a look inside the VMware NSX solution.

If you are using this guide for preparation for your own VCIX  -NV, make sure you
perform the tasks in real l i fe and that
preparation. Read the installation and configuration guides, the NSX

documentation, run the VMware Hands on Labs scenarios and read a bunch of

blogs. Best of luck!
If you are h ere just for the NSX fun, enjoy! J

On to the good stuff. The topics below are taken from the  VCIX NV blueprint

guide version 1.7, 9 Dec 2014.

By Martijn Smit

@smitmartijn ¥ lostdomain.org
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Objective 3.2 f Configure and Manage Logical Virtual Private Networks (VPNSs)
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Section 6 T Secure an NSX Environment

Objective 6.1 f Configure and Administer Firewall Services

Objective 6.2 f Configure and Administer Role Based Access Control

Objective 6.3 f Configure and Manage Service Composer
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Objective 7.1 f Administer and Execute calls using the NSX vSphere API
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Objective 1.1 T Deploy VMware NSX

Components
1 Deploy the NSX Manager virtual appliance
1 Integrate the NSX Manager with vCenter Server
1 Create IP Pools
1 Implement and Configure NSX Controllers
1 Prepare Host Clusters for Network Virtualization
1 Implement NSX Edge Services Gateway devices
1 Implement Logical Routers
1 Deploy vShield Endpoints

Implement Data Security

=

Deploy the NSX Manager virtual appliance

Requirements:

1 Working vSphere 5.5 environment (vCenter appliance, ESXi, Management
VM network).
1 NSX Manager Appliance.

VMware Documentation: Install the NSX Manager Virtual Appliance

Download the latest 6.0 NSX for vSphere appliance from the VMware

Downloads site.

Deploy the NSX Manager OVF

9 I n the vSphere Web client, right <click
OVF TemplateR. Select the local file t


http://pubs.vmware.com/NSX-6/index.jsp#com.vmware.nsx.install.doc/GUID-CFB0DC96-C329-490E-B2A9-D92C5704E853.html
https://my.vmware.com/group/vmware/info/slug/networking_security/vmware_nsx/6_x
https://my.vmware.com/group/vmware/info/slug/networking_security/vmware_nsx/6_x

The rReview detail sR gives you an over
requires you t o at iccokn friAgcucreaptti oenx topt i ons
Accept the EULA (or not and continue to use legacy networking).

Select the destination VM name, vCenter folder, datastore, management

network portgroup.

Customise the NSX Manager settings and enter a password, hostname,

IP details, DNS servers and NTP servers.

Review configuration and click rFinish

Integrate the NSX Manager with vCenter Server

Requirements:

f

NSX Manager deployed and running.

VMware Documentation:  Register vCenter Server with NSX Manager

Register NSX Manager to vCenter

=

=A = =2 =

Connect to the NSX Manager web interfac e via https://your.nsxmanager

Click on rManage vCenter RegistrationR
Click on the rEditR button of the Look
Fill out your SSO server details. Accept the certificate when asked.

Af ter registering with SSO, cl| iSender.t he
Enter your vCenter server details. The
| ocationR is only required when the NS
type of masking device (donSt do that

certificate when proceeding.


http://pubs.vmware.com/NSX-6/index.jsp#com.vmware.nsx.install.doc/GUID-D18A11DF-3D85-4B80-8713-D611648D43F4.html

Wh e n t doaet tised ookup Service and vCenter Server status should say
rConnectedR and you should have the 1 Netw
registered in your vCenter (the last one might require logging out and back in

again).

Status: O Connected % Metworking & Security »

Create IP Pools

Requirements:
1 NSX Manager registered to vCenter server.

Documentation: Create an IP Pool

In order to deploy NSX Controllers, we need an IP pool where they get their IP
addresses from. This IP Pool is created in the Networking & Security plugin

under the NSX Manager we just registered.

Create an IP Pool

1 Navigate to Networking & Security.
1 Click on the rNSX Manager sR menu.
1 Double-click on the IP address or hostname of your NSX Manager.
1 Select the rManageR tab and sedbect the
17 Select rlI P PoolsR and click the r+R ic
1 Give the IP Pool a name and enter the IP details (default gatewa vy, prefix
length, DNS servers, IP Address pool) which the NSX Controllers will be
using.
1 Click rOKR to add the pool


http://pubs.vmware.com/NSX-6/index.jsp#com.vmware.nsx.install.doc/GUID-A5EBCAF2-2FE6-4DD0-89E7-0D1D20C8F533.html

This might look a bit like this:

Add IP Pool
Mame: = | WSX_Controllers
Gateway: # 101921231
A gateway can be any IPv4 or IPvE address.
Prefix Length: | 24
Primary DNS: 10182123133

Secondary DMNS: 10192123134

DS Suffic

StaticIP Pool:  #[10.192.123.81-10.192.123.83

A static IP pool can be specified as

a list of comma-separated IP address ranges,
for example 192.168.1.2-192.168.1.100 or
abcd:87:87::10-abcd 878720,

OK l[ Cancel

Implement and Configure NSX Controllers

Requirements:

1 NSX Manager registered to vCenter server.
1 NSXIP Pool for NSX Controllers created.

VMware Documentation:  Set Up the Control Plane

Deploy the NSX Controllers always in an odd number to avoid  split-brain
situations. Deploy either 1 (only in a lab!), 3 (recommended), 5, etc., based on
scale. Current scaling of NSX can be handled by 3 NSX Controllers. After
deploying manually set up DRS anti -affinity rules to kee p the controllers

running on different ESXi nodes.


http://pubs.vmware.com/NSX-6/index.jsp#com.vmware.nsx.install.doc/GUID-ADAED74E-4796-4826-B138-2F9EFF0AB427.html
https://dl.dropboxusercontent.com/u/7766970/nsx-study-guide/1.1/nsx-sg-1.1-add-ip-pool.png

Deploy NSX Controller(s)

9 Navigate to Networking & Security and
1 Click on the r+R icon in the rNSX Cont
deployment procedure.
1 Fill out the required details; which vCenter datacenter, cluster, datastore
you want to deploy on. Select the VM management network portgroup,
the IP Pool and the password of the controller.
1 Click rOKR when satisfied with your se

1 Repeat step for the remaining NSX Controllers you would like to deploy.

The settings for deploying a NSX Controller might look like this:

* Add Controller (7]
NSX Manager: #| 10.192.123.80 B3
Datacenter: | NSX |~ |
ClusteriResource Pool: =| Cluster |~ |
Datastore: #| datastore1 |- J
Host ( |~ |
Folder ( |- J
Connected To: = | WM MNetwork Change Remaove
IP Pool: = | NS¥_Contrallers Select
Passwaord: |
Confirm password: £ I ‘
[ OK ] [ Cancel



https://dl.dropboxusercontent.com/u/7766970/nsx-study-guide/1.1/nsx-sg-1.1-add-controller.png

When deployed successfully, your 71 NSX Con
this:

HSX Controller nodes

] (@ Filter -
Mame Node Status Cluster/Resource Pool Datastore Host Software Version NS5X Manager

controller-1 10.192.123.81 + Mormal Cluster /i Resources  datastore? 10.192.123.103 6.1.38430 H510.192.123.80

Prepare Host Clusters for Network Virtualization
Requirements:

1 NSX Manager registered to vCenter server.
1 Available distributed vSwitch for the ESXi nodes.
1 NSX Controller(s) deployed.

VMware Documentation: Prepare Clusters for Network Virtualization

NSX needs a bit of software (a VIB) on an ESXi node for it to be able to use
the NSX features, like the logical switch or the distributed firewall. Be  fore you
can start using NSX, you need to install this on the ESXi nodes. Luckily, the

NSX Manager does this for you (through vCenter).

Prepare ESXi nodes

9 Navigate to Networking & Security and
1 Select the rHost PreparationR tab
9 Select the cluster you want to use for

rinstall ation StatusR

After a minute or so the installation wi/
tick in front of your cluster. To enable the firewall module, reboot all your

nodes. After installing the NSX VIBs onto yol


http://pubs.vmware.com/NSX-6/index.jsp#com.vmware.nsx.install.doc/GUID-07ED3DD6-BF82-4097-8702-4587FA88CFE2.html
https://dl.dropboxusercontent.com/u/7766970/nsx-study-guide/1.1/nsx-sg-1.1-deployed-controller.png

the ESXi nodes for VXLAN. VXLAN is the backend for all your NSX networking

traffi

C,

commonly called the

r Transport

Preparing the ESXi nodes for VXLAN basically means adding a VMKernel

adapter that will be used for VXLAN communication on each ESXi node. These

VMKernel adapters require communication over IP, so they need an IP

address. You can do that in two ways; using an IP Pool or using DHCP. Both

ar e fi

ne

| | 1t ke t o us aeeda®HEPPoservice and 0

modify the network devices to relay DHCP.

Configure VXLAN

79 Nav
9 Sel
9 Sel

l gate to Networking & Security

ect

ect

the rHost

the cluster you want

r VXLANR
1 Select your distributed vSwitch, VLAN for the Transport network, VMKNic
t he

| P Addressing method and

The VXLAN settings might look something like this:

Configure VXLAN networking 2 »

Configuring all hosts in cluster "Cluster” for VXLAMN networking.

Switch: +| DSwitch K3
VLAN: # | 20
MTL: # [ 1600
VMKMic IP Addressing: () Use DHCP

(=) Use IP Poal

IP Pool: | VXLAN_Pool B
VYMEMic Teaming Palicy: =-. Fail Over | A |
WTEP: #

OK ] [ Cancel

PreparationR

t

tab.

0] use

V MK N i

N

t hat

and

c

f

or

Te


https://dl.dropboxusercontent.com/u/7766970/nsx-study-guide/1.1/nsx-sg-1.1-config-vxlan.png

After a minute or so, the VMKernel adapters will be  created and there will be

a green tick in the rVXLANR col umn.

Implement NSX Edge Services Gateway devices

Requirements:

1 NSX Manager registered to vCenter server.

1 Prepared ESXi nodes.

VMware Documentation: Install an NSX Edge Services Gateway

VMware NSX Edge Services Gateway devices are virtual appliances that
provid e several different functions to the virtual network. They can provide
Firewalling, VPN and SSL-VPN, Dynamic Routing, Load balancing and Layer 2
stretching. You can use it to define virtual network boundaries and separate
certain resources (for example dif ferent tenants). There are two types of NSX
Edges; the Edge Services Gateway and the Logical Distributed Router. The
second is discussed in the next topic. Both type Edges can be deployed in a
high availability mode, which would deploy two virtual applianc  es that can
take over for one and other. NSX 6.1 brings ECMP (equal cost multi  pathing),
where you can deploy up to 8 Edges for a very high available solution, but as

mentioned, that is NSX 6.1 and currently not in the scope for VCIX -NV.

Deploying a NSX Ed ge

9 Navigate to Networking & Security and
1 Click the r+R icon to bring up the dep


http://pubs.vmware.com/NSX-6/index.jsp#com.vmware.nsx.install.doc/GUID-6FB89057-CD13-48AF-82F2-550B89F89FC5.html

1 Select rEdge Services GatewayR as the
optional hostname, description or tenant name (used to group tenant
Edges).

1 Enter an username and password for the appliance(s), choose whether to
enable SSH and high availability. rEna
recommended, as it automatically creates firewall rules when enabling
services (DHCP, VPN, etc).

1 Select the vCenter datacenter to deploy in, the size of your Edge
(consult the documentation for guidance).

1 Clckt he r+R icon at the r NSX Edge Appli e

appliance. Select the cluster or resource pool and the datastore to
deploy it on. Optionally select the specific ESXi node and folder.

9 Configure network interf amcthesnexbwndosvl i c ki
to add nics. There are two types; Internal and Uplink. Use Internal
interfaces for VM to Edge traffic and Uplink interfaces for Edge to
network traffic. Add the interfaces you want by giving it a name,
selecting the type and where itis ¢ onnected to (standard vSwitch port,
dvSwitch port or Logical Switch). Add their IP addresses in the
rConfigure subnetsR view.

1 Next, configure the default gateway for the Edge.

1 Then optionally configure the default firewall policy and high availability
parameters.

9 Review your configuration and click rF


http://pubs.vmware.com/NSX-6/index.jsp#com.vmware.nsx.install.doc/GUID-985CD0F5-69F3-4BD5-93FE-A83F000854B5.html

The finished configuration of a NSX Edge could like a bit like this:

New N5SX Edge , MW
+ 1 Name and description Ready to complete
R Hame and description
+ 3 Configure deployment MName: edge-gw-02
+' 4 Configure interfaces Install Type: Edge Services Gateway
+ 5 Default gateway settings Tenant:
+ 6 Firewall and HA Size: Compact

HA: Dizabled
Y 7 Ready to complete

Automatic Rule Generation:  Enabled

NSX Edge Appliances

Resource Pool Hest Datastore Folder
Cluster MS¥_TEST
Interfaces
Subnet Prefix
wNIC# Name IP Address Connected To
Length
0 uplink 10.192.123.88% 24 Wi Metwork
1 internal_01 192168.1.1* 24 YM_Internal_1

Back Finish Cancel



https://dl.dropboxusercontent.com/u/7766970/nsx-study-guide/1.1/nsx-sg-1.1-add-edge.png

Implement Logical Routers

Requirements:

1 NSX Manager registered to vCenter server.

1 Prepared ESXi nodes.

VMware Documentation: Install a Logical (Distributed) Router

The second type of NSX Edge is the Logical Distributed Router, or LDR. The
LDR is a virtual appliance that can act as a router. The difference between the
Edge Services gateway is that the LDR uses the ESXi nodes as part of the
router. The LDR embed the ro uting information into the ESXi kernel, allowing
network traffic between two virtual machines to be routed locally inside the
ESXi node. The Edge that you deploy when setting up a LDR, is the control

machine that handles the configuration.

Deploying a Logi cal Distributed Router

9 Navigate to Networking & Security
1 Click the r+R icon to bring up the

9 Select rLogi cal (Distributed) RouterR

and optional hostname, description or tenant name (used to group
tenant Edges).

1 Enter an username and password for the appliance(s), choose whether to
enable SSH and high availability.

1 Select the datacenter to deploy in and add the actual virtual appliance

by clicking the rBdRge chmpliinandhes R N\SiXe w.

1 Select the cluster or resource pool and datastore to deploy in. Optionally
select an ESXi node and folder.
1 Select the port of the management interface of the LDR (dvSwitch port

or Logical Switch) and give it a management IP address.


http://pubs.vmware.com/NSX-6/index.jsp#com.vmware.nsx.install.doc/GUID-B62E566F-8EBB-4A59-936D-E56AD994985F.html

1 Then create the interfaces used for routing. VM to LDR traffic and LDR
to outside network interfaces should be added.
1 Next, configure the default gateway for the Edge.

1 Review your configuration and cl

The finished configura tion of a Logical Distributed Edge could like a bit like
this:

New N5X Edge , b
+ 1 Name and description Ready to complete
R Name and description
v 3 Configure deployment Mame: |dr-01
+" 4 Configure interfaces Install Type: Logical (Distributed) Router
+ 5 Default gateway settings Tenant:

4 © Ready to complete HA Disabled

Management Interface Configuration
Connected To:  VM_Internal_1

IP Address Subnet Prefix
Length
10.192.123.87* 24

N5X Edge Appliances

Resource Pool Haost Catastore Folder
Cluster MNSX_TEST
Interfaces
Subnet Prefix
Mame IF Address Connected To
Length
internal_01 192 168.2.1% 24 VM_Internal_1 =
uplink 10.192.123.86% 24 Edge_Uplink v

Back Finish Cancel



https://dl.dropboxusercontent.com/u/7766970/nsx-study-guide/1.1/nsx-sg-1.1-add-ldr.png

Deploy vShield Endpoints

Requirements:

1 NSX Manager registered to vCenter server.
1 Prepared ESXi nodes.
1 IP Pool or DHCP.

VMware Documentation: Install vShield Endpoint

vShield Endpoints are service appliances which create the possibility for third -

party vendors to deliver their services inside NSX. Examples are TrendMicro

Deep Security for antivirus, Palo Alto firewalls, etc. Deploying the vShield
Endpoints is a necessary evil, but doesn?¢
IP Pool specific for the vShi eld Endpoints before you continue, or you can give

them IP addresses using DHCP.

Deploying the vShield Endpoints

9 Navigate to Networking & Security and
1 Select the rService DeploymentsR tab.
1 Click the r +R i coymentpmceduteart the depl o
1 Select rVMware EndpointR (or rvShield
NSX version. In NSX 6.1 it is rGuest I
1 Then select the datacenter and tick the cluster to deploy in.
1 Select the datastore to deploy in, manag ement network and IP
assignment method.

9 Review your configuration and click rF


http://pubs.vmware.com/NSX-6/index.jsp#com.vmware.nsx.install.doc/GUID-62B22E0C-ABAC-42D8-93AA-BDFCD0A43FEA.html

As mentioned, not a lot of configuration. In the review stage your

configuration could look like this:

Ready to complete
Review settings before finishing the wizard.

Schedule at: Mow

Service Cluster Dratastore Metwork |P assignment

B§ Guestintrospection [ Cluster E NSX_TEST & Edge_Uplink  vShield_Endpoints

Implement Data Security

Requirements:

1 NSX Manager registered to vCenter server.
1 Prepared ESXi nodes.
1 IP Pool or DHCP.

VMware Documentation: Install Data Security

Deploying Data Security

9 Navigate to Networking & Security and

1 Select the rService DeploymentsR tab.

Select rVMware Data SecurityR and cl

Then select the datacenter and tick the cluster to deploy in.

= = =2 =

Select the datastore to deploy in, management network and IP
assignment method.

9 Review your configuration and <click

Click the r+R icon to start the depl oy


http://pubs.vmware.com/NSX-6/index.jsp#com.vmware.nsx.install.doc/GUID-0E44989B-AF27-46FF-B21E-A6F8E6707D1B.html
https://dl.dropboxusercontent.com/u/7766970/nsx-study-guide/1.1/nsx-sg-1.1-vshield-endpoints.png

In the review stage your configuration could look like thi  s:

Ready to complete
Feview settings before finishing the wizard.

Schedule at: Mow

Service Cluster Datastore Network IP assignment

B8 YMware Data Security @ Cluster £ localo % Edge_Uplink  DHCP


https://dl.dropboxusercontent.com/u/7766970/nsx-study-guide/1.1/nsx-sg-1.1-data-security.png

Objective 1.2 7 Upgrade VMware NSX
Components

Upgrade vShield Manager 5.5 to NSX Manager 6.x
Upgrade NSX Manager 6.0 to NSX Manager 6.0.x
Upgrade Virtual Wires to Logical Switches

Upgrade vShield App to NSX Firewall

Upgrade vShield 5.5 to NSX Edge 6.x

Upgrade vShield Endpoint 5.x to vShield Endpoint 6.x

=A = = =4 =4 =-a -4

Upgrade to NSX Data Security

Upgrade vShield Manager 5.5 to NSX Manager 6.x

Requirements:

17 vCenter 5.5+
1 vShield Data Security has been uninstalled
1 vShield Edges 5.5+

VMware Documentation: Upgrade to NSX Manager

It is possible to upgrade vShield Manager to NSX Manager. Upgrading from
vShield to NSX keeps current virtual network configurations in place and
enabling the advanced NSX features. The upgrade process is pretty easy and

harmless, as described below.

Upgrade vShield Manager to NSX Manager

1 Make sure the requirements on the existing environment  are met.

1 Getthe vShield Manager Upgrade to NSX Manager bundle

1 Login to the vShield Manager.


http://pubs.vmware.com/NSX-6/index.jsp#com.vmware.nsx.install.doc/GUID-9E0607D9-05AC-4C4F-87F6-C94C4919DECA.html
https://my.vmware.com/group/vmware/info/slug/networking_security/vmware_nsx/6_x

Navigate to r SetftriUpgs t&fsiRelgadaupyrad®
Bundl eR

Click rBrowseR and select the upgrade
When the upload is finished, navigate
rinstall R button. Confirm the upgrade.

vShield Manager will use the bundle to upgrade itself , this will take a
few minutes.
When it this process is done, you can login to the NSX Manager to

confirm the upgrade.

Settings & Reports

Configuration Updates ers System Events Audit Logs

Upload Upgrade Bundle Update Status

—| Mew Release(s) available for installation.

New Version Description Action
£.1.0-2107742 wShield Upgrade Install |

—| Installed Release

System
Software

5.5.3-2175697 »

Description Release Motes



https://dl.dropboxusercontent.com/u/7766970/nsx-study-guide/1.2/nsx-sg-1.2-upload-upgrade-bundle.png

Upgrade NSX Manager 6.0 to NSX Manager 6.0.x

VMware Documentation: Upgrade NSX Manager from version 6.0 to 6.0.x

Upgrading NSX Manager from 6.0 to 6.0.x is as easy as pie. Inthe same
manner you can upgrade vShield Manager to NSX Manager, you can update

NSX Manager to the next version.

NSX Manager 6.0 to NSX Manager 6.0.x

17 Get the NSX Manager upgrade bundle .

1 Login to NSX Manager.
1 Navigate to rUpgradeR, press the rUpgr

~

select the upgrade bundleand press r1r Conti nueR.
1 Wait until the process completes and the login window reappears.

1 Login to NSX Manager and verify the version at the top right.

Upgrade Virtual Wires to Logical Switches

Requirements:
1 vShield Manager has been upgraded to NSX Manager.

VMware Documentation: Upgrade to Logical Switches and Install Network

Virtualization Components

Existing Virtual Wires have to be upgrades to Logical Switches to use the NSX
features. Even without Virtual Wires this procedure needs to be completed,
before NSX features can be used on the ESXi hosts. This upgrade might cause

service interruption for your Virtual Wires  and ESXi hosts will be put in


http://pubs.vmware.com/NSX-6/index.jsp#com.vmware.nsx.install.doc/GUID-54C5F928-21E4-40E5-A3E2-80E6DAB39899.html
https://my.vmware.com/group/vmware/info/slug/networking_security/vmware_nsx/6_x
http://pubs.vmware.com/NSX-6/index.jsp#com.vmware.nsx.install.doc/GUID-C097A7E0-8146-4C3A-ACF7-EF5ED3390C53.html
http://pubs.vmware.com/NSX-6/index.jsp#com.vmware.nsx.install.doc/GUID-C097A7E0-8146-4C3A-ACF7-EF5ED3390C53.html

maintenance mode to install the NSX VIBs, so perform this during a

maintenance window.
Upgrade Virtual Wires to Logical Switches
1 Login to your vSphere Web Client.

1 Navigate to rNetworking & SeomRi mgRuan

Choose the rHost PreparationR tab.

9 Any clusters coming from vCNS wil hav
rinstallation StatusR col umn.

1 Click rUpdateR and NSX Manager will st
ESXi hosts.

1 Wait until the update process is com plete.

Installation

Management | Host Preparation | Logical Netwark Preparation  Setvice Deployments

NSX Manager: | 10.24.227.51 |~
Installation of network virtualization components on vSphere hosts

Clusters & Hosts Installation Status
> ﬁCL-S.S « legacy Update Uninstall
> ﬁCL-SJ « legacy Update Uninstall


https://dl.dropboxusercontent.com/u/7766970/nsx-study-guide/1.2/nsx-sg-1.2-upgrade-virtual-wires.png

Upgrade vShield App to NSX Firewall

Requirements:

1 vShield Manager has been upgraded to NSX Manager.
1 vShield Apps are running version 5.5+
1 Your Virtual Wires have been upgrades to Logical Switches, or hosts

have been prepared.

VMware Documentation: Upgrade to NSX Firewall

Upgrading the vShield App firewall to the NSX Distributed Firewall will migrate
the existing policies. Objects with source ports will be migrated to application
sets inside NSX. When the upgrade is finished, you have to edit the policies to

make use of the newly created application sets.

Upgrade vShield App to NSX Firewall

Login to your vSphere Web Client.

=

Navigate to rNetworking & SecurityR an

=

Choose the rHost PreparationR tab.

9 After upgrading the Virtual Wires, the
the message that the firewall is ready to upg rade.

1 Click the rUpgradeR button. This will

9 When this process is done, the 1 Firewa

After upgrading the firewall, check your firewall policies to make sure they are
as expected and make any corrections if neede d. Also move the object groups

to the global scope instead of the policy scope.


http://pubs.vmware.com/NSX-6/index.jsp#com.vmware.nsx.install.doc/GUID-669B9A1F-40C9-4714-842A-81EF8D4879C9.html

 Installation

Management | Host Preparation | Logical Metwork Preparation  Service Deployments

NSX Manager: [ 10.24.227.51 |~

Installation of network virtualization components on vSphere hosts

Firewall is ready to he upgraded to enhanced mode. Click upgrade to start upgrading firewall.

Upgrade vShield 5.5 to NSX Edge 6.X

Requirements:

1 vShield Manager has been upgraded to NSX Manager.
1 Virtual wires have been upgraded to NSX Logical Switches.

VMware Documentation: Upgrade to NSX Edge

Upgrade your vShield appliances to NSX Edge appliances by using the

followi ng procedure.

Upgrade vShield to NSX Edge

1 Login to your vSphere Web Client.

1 Navigate to rNetworking & SecurityR an
9 The actions menu wi || di splay rUpgrade
1 After the upgrade is complete, verify the upgrade by  checking the

version and deploy status next to the NSX Edges.


http://pubs.vmware.com/NSX-6/index.jsp#com.vmware.nsx.install.doc/GUID-4AB76D51-71BD-43D0-8EA5-8220A21826C7.html
https://dl.dropboxusercontent.com/u/7766970/nsx-study-guide/1.2/nsx-sg-1.2-upgrade-firewall.png

Upgrade vShield Endpoint 5.x to vShield Endpoint
6.X

Requirements:

¢ A Distributed vSwitch has been created and all hosts are connected to it.
1 vShield Manager has been upgraded to NSX Manager.

1 Virtual wires have been upgraded to NSX Logical Switches.

VMware Documentation: Upgrade vShield Endpoint

Upgrade vShield Endpoint 5.x to 6.x

=

Login to your vSphere Web Client.

=

Navigate to rNetworking & SecurityR an
Choose the rService DeploymentsR tab.

1 Click the rUpgrade AvailableR option n

=

Select the target datastore and network during the upgrade window.

Upgrade to NSX Data Security

VMware Documentation: Upgrade to NSX Data Security

There is no upgrade path available for NSX Data Security. You have to
uninstall the old vShield Data Security before upgrading to NSX, so before you
even start an upgrade to NSX; remove Data Security. If you upgraded vShield
Manager to NSX Manager without removing Data Security, you can only

remove it using a REST API call to uninstall it.

Data Security policies and reports are migrated to the vSphere Web Client,
however scanning is only possible after uninstalling vShield Da ta Security and

installing vSphere Data Security 6.0.


http://pubs.vmware.com/NSX-6/index.jsp#com.vmware.nsx.install.doc/GUID-45B09850-AB5A-4232-AE7C-6A80541A2AF0.html
http://pubs.vmware.com/NSX-6/index.jsp#com.vmware.nsx.install.doc/GUID-7A98BA98-B3CA-4D91-8E7D-2CE2F0B7FE6D.html

Objective 1.3 17 Configure and Manage
Transport Zones

Create Transport Zones
Configure the control plane mode for a Transport Zone

Add clusters to Transport Zones

= = =2 =4

Remove clusters from Transport Zones

What is the Transport Zone?

The Transport Zone is the heart of the VXLAN network. It is the network where
the Logical Switches (previously known as portgroups) send their data traffic. It
Is the network where the ESXi nodes create tunnels between themse Ives for
the VXLAN termination, making each ESXi node a VTEP. The transport zone
can span one or more vSphere clusters and your NSX environment can

contain just one or more transport zones.

Management and Edge Cluster

Compute A Compute B

O Controller NSX

\/
NSXManager Cluster  Edges;

Ga amw S :

VXLAN Transport Zone Spanning Three Clusters

Compute VDS Edge VDS

VTEP,  192.168.250.51 ' i 192.168.250.53 " © 192.168.150.51 192.168.150.52

vSphere Host

S HDE

vSphere Host H vSphere Host
o =] 68 bt R 6

B o it [ - 5 o - |

192.168.250.52 ' ComputeCIuster B - Management Cluster

o il -

vSphere Host

o [x] 6 =
(o] * =



https://dl.dropboxusercontent.com/u/7766970/nsx-study-guide/1.3/nsx-sg-1.3-tz-overview.png

There are three modes a transport zone can operate in:  Multicast, Unicast and
Hybrid. This mode reflects on how NSX will replicate the VXLAN data (VTEP,
ARP and MAC) between ESXi nodes.

Multicast mode is the recommended mode and uses the underlying network
for VXLAN replication, which requires multicast config uration (PIM, IGMP) on
the underlying network.

Unicast mode is where the VXLAN replication is handled by the NSX
controllers. This is where the NSX controllers control and distribute the VXLAN
data to the ESXi clusters inside the configured transport zone.  Unicast mode
does not require changes to the underlying network, but is not as efficient as
using multicast.

Hybrid mode is a combination of unicast and multicast replication. Locally
inside the same first -hop switch will contain multicast replication and  between
multiple switches the NSX controllers will replicate through unicast. Physical
switches need to have IGMP snooping configured, but there is no need for

multicast routing (PIM).

Create Transport Zones

Requirements:
1 NSX Manager and NSX controller(s) installed.

VMware Documentation: Add a Transport Zone

Add a Transport Zone

1 Login to your vSphere Web Client.

1 Navigate to rNetworking & SecurityR

an

Choose the rlLogical Net wor k Preparatio


http://pubs.vmware.com/NSX-6/index.jsp#com.vmware.nsx.install.doc/GUID-0B3BD895-8037-48A8-831C-8A8986C3CA42.html

17 Select the r Tr antsapbo ratn dZ ocnl e scR st uhbe

adding a transport zone.

Give the new transport zone a n ame and an optional description, select
the type replication and tick the clusters it will be servicing.

Click r OKR.

== New Transport Zone (2) B
MName: # |TZ_Unicast
Description:

Replication mode: () Multicast
Muiticast on Physical network used for VXLAN control plane.
(=) Unicast
VXLAN control plane handled by N5X Controller Cluster.
() Hybrid

Qptimized Unicast mode. Offoads local traffic replication to physical network.

Select clusters that will be pant of the Transport Zone

Name NSX wSwitch Status
[]  [J Cluster DSwitch @ Mormal
A d
4 H L3

[ OK l [ Cancel

r +R


https://dl.dropboxusercontent.com/u/7766970/nsx-study-guide/1.3/nsx-sg-1.3-add-tz.png

Configure the control plane mode for a Transport
Zone

Requirements:
1 Existing Transport Zone to modify.

VMware Documentation:  View and Edit a Transport Zone

Once you created a transport zone with a specific replication mode, you have
the option to change that replication mode. If  underlying network
requirements change over time, it is possible to migrate the VXLAN replication

method this way.

Change control plane mode

1 Login to your vSphere Web Client.
1 Navigate to r Networdkisred e& tSd dier irtlynR t an

Choose the rlLogical Net wor k Preparatio
17 Select the r Tr anabpmright cliclthe érangporiszonb
you want to modify, choose rEdit Setti

1 Select the new replication mode for this transport zone.

9 Aso tick the option rMigrate existing L
control pl ane modeR. |l f you do not, vyo
modes; the existing Logical Switches will remain using the previous
replication mode and newly created Logical Switches w ill start using the
new replication mode. DonSt do this wi
get messy.

1 Click r OKR.


http://pubs.vmware.com/NSX-6/index.jsp#com.vmware.nsx.install.doc/GUID-CFFD8F7C-7561-4FCE-8A4B-F483C44051F3.html

== Edit Settings (2) W

Mame: # |TZ_lUnicast

Description:

Replication mode: () Multicast
Multicast on Physical network used for VXLAN control plane.
(=) Unicast
VXLAN control plane handled by N3X Controller Cluster.
() Hybrid
Qptimized Unicast mode. Ofoads local traffic replication to physical network.
@ Migrate existing Logical Switches to the new cantrol plane mode.

fl\ Migration of existing Logical Switches to the new control plane mode may take long time to complete.

Clusters linked to this Transport Zone:

Mame NSX vwSwitch Status
[ Cluster DSwitch @ Mormal

L] B *

[ OK H Cancel

Add clusters to Transport Zones

Requirements:

1 New cluster with prepared ESXi nodes.

1 Existing Transport Zone to extend.

VMware Documentation: Expand a Transport Zone

Newly created clusters are not included in a Transport Zone by  default; you
need to manually add any new clusters. Pr

PreparationR tab of the rlnstallationR me

cluster to an existing Transport Zone is described below.


http://pubs.vmware.com/NSX-6/index.jsp#com.vmware.nsx.install.doc/GUID-0B674709-D0F2-4D96-8A85-FCFDA7CED515.html
https://dl.dropboxusercontent.com/u/7766970/nsx-study-guide/1.3/nsx-sg-1.3-tz-modify.png

Adding a cluster to a Transport Zone

1 Login to your vSphere Web Client.

9 Navigate to rNetworking & SecurityR an
Choose the rlLogical Net wor k Preparatio
17 Select the r Tr anaabpmn right cliclothe ¢rangportszonb

you want to expand,rsxRoose rAdd Cluste

9 Tick the cluster you want to add to th

~

clustersR view and click r OKR.
= Add Clusters (7) »
Mame: #
Description:

Select clusters that will be part of the Transport Zone

Name NS wSwitch Status
[ cluster &= DSwitch & Mormal
[ [P MewCluster = DSwitch & Mormal
L e *



https://dl.dropboxusercontent.com/u/7766970/nsx-study-guide/1.3/nsx-sg-1.3-tz-add-cluster.png

Remove clusters from Transport Zones

Requirements:
1 Existing Transport Zone with cluster to remove.

VMware Documentation: Contract a Transport Zone

When phasing out a cluster, you will need to manually remove this cluster
from the Tra nsport Zone it is a part of, before deleting the cluster. Make sure
the cluster no longer has virtual machines connected to Logical Switches when

doing this (you will get a warning about this as well).

Removing a cluster from a Transport Zone

1 Login to your vSphere Web Client.

1 Navigate to rNetworking & SecurityR an
Choose the rLogical Net wor k Preparatio
17 Select the r Tr anabpmright cliclthe érangporiszonb

you want the cluster rmmoee@l isbent sRho
1 Tick the cluster you want to remove from the Transport Zone in the

rSelect clustersR view and click r OKR.

Remove Clusters

Do you want to remove selected cluster(s) from the
Transport Zone?

i | Mote: For the operation to succeed, VMs from the
selected cluster(s) should be disconnected from the
Logical Switches ofthe Transport Zone.



http://pubs.vmware.com/NSX-6/index.jsp#com.vmware.nsx.install.doc/GUID-717E441E-0A2F-434D-9F40-BF7700EDA5B8.html
https://dl.dropboxusercontent.com/u/7766970/nsx-study-guide/1.3/nsx-sg-1.-tz-remove-cluster.png

Objective 2.1 T Create and Administer Logical
Switches

Create/Delete Logical Switches

Assign and configure IP Addresses
Connect a Logical Switch to an NSX Edge
Deploy services on a Logical Switch

Connect/Disconnect virtual machines to/from a Logical Switch

= = =_ =4 =4 =

Test Logical Switch connectivity

What is a Logical Switch?

In previous versions of vSphere, you had two networking options for virtual
machines, which were a portgroup on a standard vSwitch or a portgroup on a
Distributed v Switch. These usually consisted of a logical wire mapped to a
specific VLAN on the physical network. This way, you can isolate virtual
machines or multiple tenants from each other. The NSX Logical Switch also
creates a logical separation between different logical switches, but uses the

VXLAN technology to realise this.

This means the underlay network merely consists of 1 VLAN for the data
transport (or even routed subnets), where VXLAN facilitates the network
isolation between different logical switches. Th is allows the administrators to

create separated networks for virtual machines on the fly.

The logical switches are created inside Transport Zones, which in turn spans
the logical switches across all clusters that a transport zone contains. A logical
switch gets a dedicated VXLAN number for traffic identification. This number
comes from the Segment ID pool which you need to configure before creating

any logical switches.



Create/Delete Logical Switches

Requirements:

1 NSX Base components installed and con figured.

1 Prepared clusters and ESXi nodes.

VMware Documentation: Add a Logical Switch

Add a Logical Switch

1 Login to your vSphere Web Client.
1 Navigate to rNetworking & SecurityR an
menu.
1 Click the r+R icon to start adding a |
1 Give the new logical switch a name and an optional  description; select
the transport zone you want to create this logical switch in.
1 Usually you should leave the replication mode as the default of the
transport zone, but you have an option to create an exception per
logical switch.
1 Click r OKR.

“ New Logical Switch (2) 1
Mame: *INew_LogicaI_Switu:h| I
Description:

Transport Zone: % | TZ_Unicast Change Remove

Replication mode: () Multicast
Muiticast on Physical network used for VXLAN control plane.
(*) Unicast
VXLAN control plane handied by N3X Controller Cluster.
() Hybrid

Optimized Unicast mode. Offfoads local traffic replication to physical network.

OK H Cancel ]
['4



http://pubs.vmware.com/NSX-6/index.jsp#com.vmware.nsx.admin.doc/GUID-DD31D6BC-2E56-4E91-B45F-FCA3E80FF786.html
https://dl.dropboxusercontent.com/u/7766970/nsx-study-guide/2.1/nsx-sg-2.1-ls-add.png

Remove a Logical Switch
Before removing a logical switch; make sure there are no virtual machines

attached to the switch.

1 Login to your vSphere Web Client.
1 Navigate to rNetworking & SecurityR an

menu.
1 Right c¢click the |l ogical switch you wan

Confirm de letion.

I
Remove logical switch

,-f"'-n. Do you want to delete Delete_Me 7

[ Yes ][ Mo



https://dl.dropboxusercontent.com/u/7766970/nsx-study-guide/2.1/nsx-sg-2.1-ls-remove.png

Assign and configure IP Addresses

|t Ss not real clear to me what VMware mea
Is defined in the NSX documentation, any design guides or community

di scussion. You canSt asssgntah, | RBsadtdbes
layer-2-like boundary for virtual machines. Each virtual machine should have

an IP address (IPv4 or IPV6) and there should be some type of gateway

attached to the logical switch as well. The gateway can be a Logical

Distributed Rou ter or an Edge Services gateway, which will have an IP address

as well.

| Sm guessing that if you can assign | P ad
depends on the operation system) and know how to deploy NSX Edges and

assign IP addresses there, you have m et this requirement.

Connect a Logical Switch to an NSX Edge

Requirements:

1 Existing NSX Logical Switch.
1 Existing NSX Edge gateway.

VMware Documentation: Connect a Logical Switch to an NSX Edge

To enable network connectivity (routing) inside your NSX network, you need
NSX Edge gateways to build a bridge between logical switches. You can attach
either type of NSX Edge (Logical Distributed Router or Edge Services Gateway)

to a logical switch, the procedure is the same.


http://pubs.vmware.com/NSX-6/index.jsp#com.vmware.nsx.admin.doc/GUID-4EB8D840-A549-4670-A82B-4D182E797CE7.html

Add a NSX Edge to a Logical Switch

1 Login to your vSphere Web Client.
1 Navigate to rNetworking & SecurityR an
menu.
1 Select the Logical Switch to which you want to add the NSX Edge and
click the Edge icon: =
9 Select the NSX Edge you want to add an
1 Select the inter face of the NSX Edge that will be attached to the logical
switch and click rNextR.
1 Edit the details of the NSX Edge interface; give it a name, indicate
whether this will be an internal or an uplink port, set the default
connectivity status and optionally ¢ hange the MTU size if needed.
7 Add | P addresses by click the r+R icon
1 Click the r+R icon again in the popup
select which IP address is the primary interface IP address and fill out
the prefixlengt h of the subnet. Click r OKR wt
9 Click rNextR when youSre finished with
configuration.
1 Review your configuration and click rF

your logical switch.



7 App_Switch - Add an NSX Edge @) »

+ 1 Add an NSX Edge Edit NSX Edge interface

Edit selected interface parameters.
2 Select N5X Edge interface

v
% 3 Edit NSX Edge interface
v

vMNIC#: 2 -
4 Ready to complete Name: *l App_netwo ”‘1 I

Type: (=) Internal () Uplink

Connected To: App_Switch

Connectivity Status: ~ (») Connected () Disconnected

Configure subnets

+
IF Address Subnet Mask
192.129.0.1* 255.255.255.0
MAC Addresses: | | |
You can specify a MAC address or leave it blank for auto generation. In case of HA, two different MAC
addresses are required.
MTU: 1500

[ Back H Next H Finish H Cancel l

Deploy services on a Logical Switch

Require ments:

1 Existing NSX Logical Switch.

1 Existing Service Profile.

VMware Documentation: Deploy Services on a Logical Switch

Service profiles contain third party features that can be attached to a logical
switch, the same as an Edge Services Gateway can be attached to a logical
switch. Before you can attach a service profile, you have to create it first.
Creating a service profile is out of scope for this procedure, the following only

describes the attaching of a service profile to a logical switch.
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http://pubs.vmware.com/NSX-6/index.jsp#com.vmware.nsx.admin.doc/GUID-9133A2FD-AFB9-4F7E-B7EF-07E96061D8EC.html
https://dl.dropboxusercontent.com/u/7766970/nsx-study-guide/2.1/nsx-sg-2.1-ls-add-edge.png

Add Services to a Logical Switch

1 Login to your vSphere Web Client.
17 Navigate to rNetworking & Bealur SwyRcéame
menu.

1 Select the Logical Switch to which you want to add the Service and click

the Service icon:%
1 Select Service from the dropdown menu in the popup window, attach

any filters if required and click r OKR

Connect/Disconnect virtual machines to/from a
Logical Switch

Requirements:
1 Existing NSX Logical Switch and a few virtual machines.

VMware Documentation: Connect Virtual Machines to a Logical Switch

Now to the good part, adding virtual machines to a logical switch. Th  is is what
it is all about, adding virtual machines to the logical switch so they are able to
use the shiny new and advanced features of the NSX Edge Services Gateway

or Logical Distributed Router, or just separating their internal network traffic.

You are going to have to think a little bit different than regular portgroup
management on a VM though, as you need to do this from the logical switch,
not from the VM perspective. Usually you edit the VM, go to the network
interface and select the portgroup you want to place the VM in there. With
NSX, you do it from the Logical Switch management pane, select a logical
switch and add VMs to it.


http://pubs.vmware.com/NSX-6/index.jsp#com.vmware.nsx.admin.doc/GUID-571237B3-1665-4B92-A3A9-51C078EC601D.html

Adding VMs to a Logical Switch

1 Login to your vSphere Web Client.
1 Navigate to rNetworking &LS8gtcoalt$Ri a0
menu.
1 Select the Logical Switch to which you want to add VMs and click the
rAdd Virtual Bichinek icon:
1 Select the VMs you want to connect. Search for specific VMs by using
the FFilterS box. Click rNextR when do
9 Selectthe vNICsperVM whi ch you want to connect

9 Review the changes you are making and

T App_fitch - Add Virtual Machines ()

+ 1 Select Virtual Machines Ready to complete
Review your settings selections before finishing the wizard.
v 2 SelectvNICs

3 Ready to complete I':Q Filter ,:'|

Name Network Host

Appl1 51 App01 - Network adapter 2 (App_Switch) @ 10.192.123.103

1 items

Back Finish Cancel


https://dl.dropboxusercontent.com/u/7766970/nsx-study-guide/2.1/nsx-sg-2.1-ls-add-vms.png

Removing VMs from a Logical Switch
Removing VMs from a logical switch is pretty much the same as adding them

to a logical switch.

1 Login to your vSphere Web Client.
1 Navigate to rNetworking & SecurityR an
menu.
1 Select the Logical Switch to which you want to remove VMs from and
click the rRemove V@.‘tual MachineR ico
1 Select the VMs you want to disconnect. Search for s pecific VMs by using
the FFilterS box. Click rOKR when done

(% App_Switch - Remove Virtual Machines () B
J' Filter | (1)Selected Objecs
(@ Filter -
Virtual Machine
[+ 5 App01
[ th edge-gw-02-0
i 2 items
0K l [ Cancel )



https://dl.dropboxusercontent.com/u/7766970/nsx-study-guide/2.1/nsx-sg-2.1-ls-remove-vm.png

Test Logical Switch connectivity

Requirements:
1 Existing NSX Logical Switch.

VMware Documentation:  Test Logical Switch Connectivity

There are certain network requirements that a VXLAN transport network needs

to fu Ifil before a transport zone and the logical switches inside will actually

work. NSX provides troubleshooting tools to detect whether these
requirements have been met, or if thereSs
logical switch connectivity between ESXi n odes should be a standard for

adding new logical switches.

Testing Logical Switch connectivity

1 Login to your vSphere Web Client.

17 Navigate to r Networking & SecurityR an
menu.

1 Click the logical switch you wanttotestandselec t t he r Host s R t
that.

9 Sel ect a host and click rTest Connect.

1 The popup window allows you to test the connectivity. The earlier
selected host will appear as Source Host and you need to select a
Destination Host.

9 Select the size of the test packets; the
bytes.

9 Click rStart TestR to start testing.

1 After sending the test packets the result will appear below. Here is an

example of a failed test:


http://pubs.vmware.com/NSX-6/index.jsp#com.vmware.nsx.admin.doc/GUID-9E744D19-13FE-4F05-8C19-9B113DEAF5BA.html

Test[}sﬂ rameters

Source host

[10.192.123.103 | | Browse..
Size of test packet

[ Minimum |~

Destination host

[10.192.123.104 | | Browse...

Results

Status:  TestCompleted

Packets sent by
10.192.123.103

Mot all packets received
by 10.192.123.104

Packets transmitted 3
Packets received 0
Packets lost 100

Average round trip 0.000 ms


https://dl.dropboxusercontent.com/u/7766970/nsx-study-guide/2.1/nsx-sg-2.1-ls-test.png

Objective 2.2 1 Configure VXLANS

1 Prepare a cluster for VXLAN
1 Configure VXLAN Transport Zone pa rameters

1 Configure the appropriate teaming policy for a given implementation

VXLAN

VXLAN (or Virtual eXtensible LAN) is a widely support technology to create
logically separated network inside an existing physical network. VXLAN has a
logical limit of 16 million netw orks, where the modern physical network has a
limit of around 4000 (VLANS). To read a lot more about VXLAN and how it is
built, 1Sd | i ketwo-partblegfoleKamay Wanguhwy VKLAE
Primer f Part 1 and VXLAN Primer f Part 2. Duncan Epping also

elaborated here.
The physical network has a few requirements to support VXLAN;

1 Larger MTU size; minimal 1572, 1600 is recommended.
1 Multicast; IGMP snooping should be enabled on the lay er-2 switches and

if needed, PIM routing on the layer -3 routers.

When putting the different NSX components in perspective, the NSX Transport
Zone is the VXLAN backbone network and a Logical Switch is a VXLAN
network.


http://www.borgcube.com/blogs/2011/11/vxlan-primer-part-1/
http://www.borgcube.com/blogs/2011/11/vxlan-primer-part-1/
http://www.borgcube.com/blogs/2012/03/vxlan-primer-part-2-lets-get-physical/
http://www.yellow-bricks.com/2012/11/02/vxlan-use-cases/

Prepare a cluster for VXLAN

Requirements:
1 NSX Manager and NSX controller(s) deployed and active.

VMware Documentation: Prepare Clusters for Network Virtualization

Preparing the ESXi nodes for VXLAN basically means adding a VMKernel

adapter which will be used for VXLAN communication on each ESXi node.

These VMKernel adapters require communication over IP, so they need an IP

address. You can do that in two ways; using an IP Pool or using DHCP. Both

are fine, | |I'i ke to use | P Pools so that

modify the network devices to relay DHCP.

Prepare VXLAN configuration

1 Login to your vSphere Web Client.

9 Navigateto Networ ki ng & Security and then the
Select the rHost PreparationR tab.

1 If you have not done so yet, install the required VIBs (VXLAN, DFW) on
t he ESXIi hosts first by clicking rlnst
rinstall ation StatusR col umn.

9 Select the cluster you want to use for
r VXLANR.

1 Select your distributed vSwitch, VLAN for the Transport network, VMKNic
| P Addressing met hod and the VMKNic Te


http://pubs.vmware.com/NSX-6/index.jsp#com.vmware.nsx.install.doc/GUID-07ED3DD6-BF82-4097-8702-4587FA88CFE2.html

Configure VXLAN networking (2) »

Configuring all hosts in cluster "Cluster” for WVXLAM networking.

Switch: %[ DSwitch B3
VLAN: |20
MTU: #1600
VMKNic IP Addressing: () Use DHCP

(=) Use IP Poaol

IP Pool: [ VXLAN_Pool [+ ]
VMKNic Teaming Policy: = | Fail Over |~
VTEF: # 1

OK ] [ Cancel l

Configure VXLAN Transport Zone parameters

Requirements:

1 Prepared cluster for NSX.

1 VXLAN configured for cluster.

VMware Documentation:  Configure VXLAN Transport Parameters

After having configured your cluster for VXLAN, you need to specify a

Segment ID Pool. This pool of numbers is the pool where logical switches will
get their VXLAN Identifiers from. Each number (between 5000 and 1677721 6)

will represent an isolated network.

Setting the Segment ID Pool

1 Login to your vSphere Web Client.

17 Navigate to r Networking & SecurityR

Choose

9 Sel

ect

an

the rLogi cal Net wor k Preparatio

the r Seapardolti d DRr Bdiibt R.


http://pubs.vmware.com/NSX-6/index.jsp#com.vmware.nsx.install.doc/GUID-2FA9D4DE-56C0-40A4-A085-2FCE502A87B9.html
https://dl.dropboxusercontent.com/u/7766970/nsx-study-guide/1.1/nsx-sg-1.1-config-vxlan.png

1 Inthe popup window, enter the range of IDs you want to use for your
VXLAN networks and click r OKR.

Segment ID pool (7]

Provide a segmentlD pool and multicast range unique to this NSX
manager.

Segment 1D pool: #| 5000-7000

(T the range of S000-1677T216)
[] Enable multicast addressing

Muiticast addresses are required only for Hybrid and Multicast control
plane modes.

A Multicast must be enabled if you are using 5.1 host.

OK l[ Cancel

Configure the appropriate teaming policy for a given
Implementation

VMware Documentation: Teaming Policy for Virtual Distributed Switches

The teaming policy of uplink NICs in the distributed vSwitch whi  ch is servicing
the VXLAN backbone network should always be selected with keeping the
physical network (dual homed? meshed?) and capabilities of the hardware of
your ESXi host, so it differs per design. For instance, with UCS Blades you

cannotuse LACPbund!l i ng and you should use the rF

Below is an overview of teaming policies. Important to note is that is Source
MAC (MAC Hash) is selected, NSX will create multiple VMKNics which will
serve as VXLAN Endpoint Termination Point (VTEP).


http://pubs.vmware.com/NSX-6/index.jsp#com.vmware.nsx.install.doc/GUID-6479D729-CC89-4DC1-87CA-8BA2B40039A7.html
https://dl.dropboxusercontent.com/u/7766970/nsx-study-guide/2.2/nsx-sg-2.2-segment-id.png

Teaming Policy table

ming Mo
Ether channel No
Note

If you are using blade chassis, validate that it supports ether channel
before choosing this teaming mede.

Failover No
LACPV1 No
LACPvZ No
Source MAC (MAC Hash) Yes

v1.0 f 05-04-2015

vDS Vi

5.1 and later

5.1 and later

5.1

5.5

5.5
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Objective 2.3 1 Configure and Manage Layer
2 Bridging

1 Add Layer 2 Bridging
1 Connect Layer 2 Bridging to the appropriate distributed virtual port
group

Layer-2 Bridging

When youSre talking about Logical Swi tche
network. VXLAN packets and routing are handled by VTEP s, which are usually

ESXi hosts or Top-of-Rack switches. The network packets are inherently

different than regular VLAN network packets and need to be processed by a

VTEP before it can be translated into a packet which a VM understands. This

means there has to be a translation somewhere between VLAN boundaries

and VXLAN boundaries;t hey donSt magically under st ar

If you run into a case where a physical server needs to be in the same subnet
as a VM running in a NSX logical switch, or if you need to use the physical
network devices as the default gateway (either a physical load balancer,
firewall or a router), or even in a migration scenario, you need to have a
translation between the logical switch VXLAN network and the VLAN they
need to be on. NS X does this with its Logical Distributed Router (LDR)

appliance.



MEX Edge
lagical router
viriual machine

Compute rack

WLAN 100

Physical workload

e L2 bridge

Physical gateway

In this case, the LDR has two network interfaces; one inside the logical switch
and one inside a distributed portgroup that is inside the VLAN where we need
to be. The VLAN network traffic  will have to go through the LDR control VM,
which can be prone to disruptions (ESXi host crashes). This is why the LDR
supports a high -availability deployment, where you basically deploy two LDR
control VMs which can take over for one and other.

Below we will walk through the steps needed to create a Layer -2 bridge

between a logical switch and a distributed portgroup.


https://dl.dropboxusercontent.com/u/7766970/nsx-study-guide/2.3/nsx-sg-2.3-overview-l2-bridge.png

Add Layer 2 Bridging

Requirements:

1 NSX Manager and NSX controller(s) deployed and active.
1 Existing Logical Switch and VMs attached to i t.

VMware Documentation: Add L2 Bridge

To set up a layer -2 bridge between a logical switch and a distribute
portgroup, we will create a Logical Distributed Router and configure it for

layer-2 bridging. HereSs how.

Set up a Layer -2 Bridge

1 Login to your vSphere Web Client.

9 Navigate to Networking & Security and
Click the r +RNSXEdym t o add a

1 Select the rLogical (Distributed) Rout
optional hostname, description and ten
1 On the 7 Sett i agserkame andbpassveordtdetermine

whether to enable SSH and if you want to enable High Avai lability. Click

r Next R.

9 Click on the r+R icon to add the det ai
cluster, datastore and optional ESXi host and folder for the appliance.

Click rOKR. Click rNextR on the previo
1 Configure the management interface of th e LDR. Select a network where

It should be connected and add the man
add any other interfaces yet and click
1 Click through rDefault gateway setting
click rFinishR to start building the L


http://pubs.vmware.com/NSX-6/index.jsp#com.vmware.nsx.admin.doc/GUID-8D57CE1D-4E02-4320-AFFA-9817215B82E2.html

After this, wait a moment while the LDR control VM is being deployed and
configured. When itSs done being busy, co

1 Double click the LDR you want to create a bridge on.

1 Navigate to the rBridgingd®creatathe and cl i
bridge.

1 In the popup window, give the bridge a  name; select the logical switch
and distributed portgroup and click 1O

7 Lastly, press the button rPublishR on
added the bridge to push the change to the LDR.

Add Bridge (7)
Mame: # | Bridge_of_Clay
Logical Switches: # [ Web_ Switch E
Distributed Port Group: # Edge_Lplink é
OK ] [ Cancel ]

Connect Layer 2 Bridging to the appropriate
distributed virtual port group

If you have gone through the previous task, you have successfully connected a
layer-2 bridge to the appropriate distributed virtual portgroup. To make a
changetothe bridge aft er wards (i e. if youSve selec

portgroup), do the following:

1 Login to your vSphere Web Client.
9 Navigate to Networking & Security and
1 Double click the LDR you want to modify a bridge on.


https://dl.dropboxusercontent.com/u/7766970/nsx-study-guide/2.3/nsx-sg-2.3-add-bridge.png

1 NavigateBtiodgihegR tab and select the b
1 In the popup window, select the appropriate distributed portgroup and
click r OKR.
7 Lastly, press the button rPublishR on
added the bridge to push the change to the LDR



Objective 2.4 17 Configure and Manage
Logical Routers

1 Configure default gateway parameters
1 Add/Remove static routes
1 Configure dynamic routing protocols

o OSPF

o BGP

o ISIS

What is a Logical Distributed Router?

Logical distributed routing is an advanced feature of NSX. It enabled the

virtual network to be way more efficient when routing between subnets, which
requires a router. The Distributed Logical Router (DLR) is a feature that lives
inside the ESXi kernel and acts as the first hop router of a virtual machine. This
enables virtual machines in different subnets on the same ESXi host, to keep

their network traffic local inside the same ESXi ho st.

Data Center

10.12.0/24 | | 10.13.0/24 !

1
1
10.1.1.0 /24 |
.. Web Tier L. \_ AppTier . \_ DataTier S

~-

—— =
P Ty

_____________________________________

ESXi host /
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Deploying the LDR entails deploying a virtual appliance (NSX Edge) which is
called the LDR control VM. This control VM maintains the routing data for the
attached virtual networks and virtual machines, maintains the dynamic routing
relationships (OSPF, BGP or ISIS) and keeps the NSX controllers updated with
this information. The NSX controllers update the ESXi hosts, which do the
actual routing. Important to know is that (normally) the network traffic going

outside the virtual network, does not g o through the control VM.

There are a lot of details in the logical distributed router | could go in to, but

no one explains it better than Anthony Burke in his NSX Compendium . Really

do give that a very good read and you$SlI|I

dive in the required tasks below.

Configure default gateway parameters

Requirements:
1 Existing NSX Edge Logical Distributed Router.

VMware Documentation: Specify Global Configuration

When not using dynamic routing to receive external routes, you cand efine a

default gateway within the LDR.

Configuring default gateway

1 Login to your vSphere Web Client.

1 Navigate to rNetworking & SecurityR an
9 Choose the NSX Edge you want to modi fy
1 Then selRaut itrhgeRibswmd select the rGlob

sub-menu.


http://networkinferno.net/nsx-compendium#Logical_Distributed_Routing
http://pubs.vmware.com/NSX-6/index.jsp#com.vmware.nsx.admin.doc/GUID-5003987E-F9A6-412A-9C0A-64C9FB1C9548.html

1 Once there, click the rEditR button

gatewayR tabl e.
1 In the popup window, enter the default gateway details; the external

interface, gateway IP address, MTU and an optional description.

97 Click rOKR when done and finall
of the page.
[ Edit Default Gateway :?31
Interface: ;-.| DLR_Edge_Transit | - | (5 ]
Gateway IP. % 101921231
MTU: # (1600
Description:
OK ][ Cancel l

Add/Remove static routes

Requirements:
1 Existing NSX Edge Logical Distributed Router.

VMware Documentation: Add a Static Route

For smaller LDR deployments, static routes might make the configuration
easier than using dynam ic routing. Maintaining these static routes can be a
time consuming and sometimes confusing task, so try to keep this at a

minimal.

y

c |

on


http://pubs.vmware.com/NSX-6/index.jsp#com.vmware.nsx.admin.doc/GUID-023B5EA7-6347-4DC8-8D3E-27FC009026E2.html
https://dl.dropboxusercontent.com/u/7766970/nsx-study-guide/2.4/nsx-sg-2.4-add-def-gateway.png

Adding static routes

= = =2 =4

Login to your vSphere Web Client.

Navigate to rNetworking & SecurityR an
Choose the NSX Edge you want to modi fy
Then select theabRantdi sgRestubthe r Stat
menu.

Click the r+R icon. In the popup windo
in CIDR notation, next hop IP address, out going interface, MTU and an

optional description.

Click rOKR when done and finally c¢click
of the page.

ey
L

Add Static Route

Metwark: =10.2.10.0/24

Metwork should be entered in CIDR format
e.q. 192 168.1.0v24

Mext Hop: 192.168.1.10

Interface: [ web |~ | @
MTL: 1500

Description:

[ oK l[ Cancel



https://dl.dropboxusercontent.com/u/7766970/nsx-study-guide/2.4/nsx-sg-2.4-add-static.png

Configure dynamic routing protocols

Dynamic routing is what NSX allows to be very flexible and allow for rapid
deployment of new virtual networks, which will get propagated into the rest of

the network and activated on the fly. NSX supports three types of dynamic
routing protocols, which are basically the three most used protocols in the
modern datacenter. These protocols are: OSPF, BGP and IS-1S. Basics of these
protocols and configurationguides ar e bel ow. | f afiomuSr e
administrator venturing into the networking world and want to learn more
about these protocols, there are plenty online and offline resources about

these protocols, a quick search will get you plenty.

OSPF

Requirements:

1 Existing NSX Edge Logical Distributed Router.
1 OSPFneighbor .

VMware Documentation: Configure OSPF Protocol

OSPF (or Open Shortest Path First) is a lightweight routing protocol heavily

used in datacenters. OSPF gathers link state information from available routers
and constructs a topology map of the network inside  its own database and
decides routing informatio n using that database. When configuring a LDR
instance to use OSPF, make sure you have an OSPF-capable neighbor (usually
the NSX Edge Services Gateway) inside the same network that the LDR is in.
Also create a network design for OSPF (areas, authentication , route

redistribution) before beginning with this configuring.


http://pubs.vmware.com/NSX-6/index.jsp#com.vmware.nsx.admin.doc/GUID-6E985577-3629-42FE-AC22-C4B56EFA8C9B.html

Important definitions to know, before beginning:

Forwarding Address: This IP address will be used by the LDR to forward

network traffic and is shared by the ESXi hosts. This one should exist on an
interface attached to the LDR.

Protocol Address: This IP address is used by the LDR control VM to maintain

the peering connections.

Configuring OSPF on the LDR

= = = =1

Login to your vSphere Web Client.

Navigate to rNetworking & SEdgeasR ynme mu.
Choose the NSX Edge you want to modi fy
Then select theabRantdi sgRestutbthe r Glob
sub-menu.

Click the rEditR button on the rDynami
Sel ect a r Riovhetheror ndt o wamt to log dynamic

routing events. The Router ID can be an interface address or a fictional

IP address you make up.

Click rPublish changesR on the top of
r OSPF Rnesuu b

Click the r EdittoRy bruitgthotn cactr ntehre. Ti ck r [
out the rProtocolR and rForwardingR ad
I n the view called rArea DefinitionsR,
In the popup window, enter the area ID, type (normal or ~ NSSA) and

whet her you would |Ii ke to have authent
password) between the OSPF peers. Like regular network equipment,
NSXsupports area | Ds of numeric value o

Il n the view called rArea to Interface


http://www.cisco.com/c/en/us/support/docs/ip/open-shortest-path-first-ospf/6208-nssa.html

1 Select the interface and the matching area ID and optional timer
settings. Adjust the timer settings to the OSPF neighbor or leave them
as default if youSre peering with anot
1 Click rOKR when done and finally c¢click
of the page.

OSPF Configuration : Edit Delete

Status - + Enabled

Protocol Address : 192.168.99.11

Forwarding Address : 192.168.99.10

Graceful Restart - v Enabled

Default Originate : @ Disabled
Area Definitions :

+ /% qQ -
Area ID Type Authentication

51 NSSA None

0 Normal None

2items

Area to Interface Mapping :

+ 7/ x Q -
Interface Area ID Hello Interval (seconds) Dead Interval (seconds) Priceity
OSPF_Backbone 0 10 40 128 1

Dynamic Routing Configuration :

Router 1D : 2222

OSPF: ) Disabled
BGP: @ Disabled
Logging : " Enabled

Log Level Info


https://dl.dropboxusercontent.com/u/7766970/nsx-study-guide/2.4/nsx-sg-2.4-ospf-config.png
https://dl.dropboxusercontent.com/u/7766970/nsx-study-guide/2.4/nsx-sg-2.4-router-id.png

Once your configuration is done, you can verify the OSPF peering status by
logging i nto the LDR management console (KVM or SSH) and executing the

following commands:

1 show ip ospf neighbors

1 show ip route ospf

The exact output depends on your network configuration, but it should look a
bit like this:

Shield-edge-5-8> show ip ospf neighbor

eigbhor ID Priority Address Dead Time State
.1.1.1 128 192.168.99.1 35 Full-DR
Shield-edge-5-8> show ip route ospf

odes: O - OSPF deriwved, i — I5-IS derived, B - BGP deriwved,
— connected, 5 - static, L1 - IS5-I5 lewvel-1, L2 - I5-I3 level-2,
IA - OSPF inter area, E1 - OSPF extermal type 1, EZ - OSPF external type 2,

1 - OSPF NS3A external type 1, N2 - OSPF NSSA extermal type 2

E2 B.8.8.8-8 [118-11 via 192.168.99.1

E2 18.192.123.8-24 [1168-81 via 192.168.99.1

E2 192.129.8.8-24 [1168-81 via 192.168.99.1

E2 192.168.1.8-24 [1168-81 via 192.168.99.1
Shield-edge-5-8> _

BGP

Requirements:

1 Existing NSX Edge Logical Distributed Router.
1 BGPneighbor.

VMware Documentation:  Configure BGP Protocol

Border Gateway Protocol ( or BGP) is a dynamic routing protocol usually found
at the edge of your network, peering with transit providers or public peers
sharing their network routes. For internal network use, it can be rather slow.
The convergence speed depends on your timer confi guration, but generally

speaking: BGP is for scale, not for convergence speed.


http://pubs.vmware.com/NSX-6/index.jsp#com.vmware.nsx.admin.doc/GUID-2CA396D2-9712-4FC6-B0AF-5F1A0BE1CB33.html
https://dl.dropboxusercontent.com/u/7766970/nsx-study-guide/2.4/nsx-sg-2.4-ospf-check.png

BGP works with Autonomous Systems (AS) which identify a network. When

usingitinyourinte r nal networ k, they usually say vy
BGP, as opposed to external BGP (eBGP)). When creating a peering between

routers, you can define prefix filters which determine which IP prefixes

(subnets) are accepted or rejected by the router an d which IP prefixes are sent

out to the neighbors. You can also secure a peering with a password.

NSX supports BGP on the LDR and on the ESG, but my personal
recommendation is to stick with OSPF or IS -IS for internal peerings (unless

your networking team r equires otherwise).

Adding a BGP Neighbor

1 Login to your vSphere Web Client.

1 Navigate to rNetworking & SecurityR an

9 Choose the NSX Edge you want to modi fy

1 Then select thtbanReset eag Rt Bebr Gl obal C
sub-menu.

1 Click the rEditR button on the 7 Dynami

1 Select a rRouter | DR and whether or no
routing events. The Router ID can be an interface address or a fictional
IP address you make up.

9 Click rPublish changesR on the top of
r BGP R-manu.b

1 Click the rEditR button at the top rig
out the rLocal ASR field with the desi
numberandcli ck r OKR.

1 Next, define a BeiRborpRetrabllen, tclei ok t he
start adding a BGP peer.

1 Enter the peer details. 1P AddressR i

rForwardingR and rProtocol R I P address


http://en.wikipedia.org/wiki/Autonomous_System_(Internet)

configuraton. Enter the r Remote ASR |l ocal toc
Optionally enter a customized weight, keep alive and hold down timers.

Al so provide an optional peering passw
when youSre done.

1 Click rOKR when done ainglh fdmandesRIadr ki
of the page.

Once your configuration is done, you can verify the BGP peering status by
logging into the LDR management console (KVM or SSH) and executing the

following commands:

1 show ip bgp neighbors
1 show ip route bgp


https://dl.dropboxusercontent.com/u/7766970/nsx-study-guide/2.4/nsx-sg-2.4-bgp-peer.png













































































































































































































































































































































































































































































































